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Abstract of the contribution: This contribution provides scenarios specific to network initiated relocation of the CCNF and NSI which are defined in section 6.1.2.
Discussion

This contribution provides details including message flow pertaining to network initiated relocation of Common Control Plane Network Function (CCNF) and Network Slice Instance (NSI).
Proposal
*** Start of change (all new text) ***
6.1.2.2.x
Network initiated relocation of CCNF and NSI
As mentioned in section 6.1.2.1, the control plane of the architecture is partitioned in to Common Control Plane Network Functions (CCNFs) and Slice-specific Control Plane Network Functions (SCNF). Common slice functions are part of the CCNF and slice-specific network functions are part of the NSI. The CCNF provides termination points for  NG1 and NG2. Once the UE is assigned to CCNF during the attach procedure, the signalling connection between the UE and the CCNF remains based on the temporary ID since this is the ID based on which the RAN routes UE signalling to particular CCNF. Since all common functions are part of the CCNF, logically, it becomes a part of the NSI.

The choice of the CCNF is based on the Multi-Dimensional Descriptor (MDD) or Temporary ID received from the UE during attach request or it could be simply default CCNF in absence of these parameters. Once the NSI is selected as discussed in section 6.1.2, a context is created in the CCNF which is a binding between the MDD vector (based on which NSI was selected) and the selected NSI. There may be one or more context exist per UE based on how many slice instances (NSIs) the UE may be supporting at that time. 

Once this context is established in the CCNF for the UE, it can route all uplink messages from the UE to the correct NSI without needing additional routing information. 

This contribution discusses scenarios where the assigned CCNF may need to relocate all or part of the NSIs it is currently supporting. If there are more than one bindings maintained by the CCNF for the UE, it is assumed that all these NSIs will be relocated since mobility context of each UE is also maintained by the MM function collocated/resided within the CCNF.

The following two relocation scenarios are discussed in this contribution:

· CCNF relocation to a new CCNF when a set of NSIs are currently supported by the existing CCNF (no changes to existing NSIs supported by the old CCNF)

· NSI relocation to a new CCNF when one or more NSIs corresponding to a particular UE are modified at existing CCNF due to policy or subscription changes.

6.1.2.2.x.1  
CCNF relocation due to congestion/overload condition

This section discusses scenario where there may be multiple bindings of MDD vector and NSIs exist in the CCNF and there is a need of relocating this CCNF to a new CCNF due to congestion/overload condition. In this case, all existing bindings or partial bindings may be relocated to the new CCNF. Corresponding MM context for the impacted UEs are also transferred to the new CCNF.

The following figure 6.1.2.2.x.1-1 depicts scenario involving relocation of the CCNF when there are no changes to existing NSI(s).
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Figure 6.1.2.2.x.1-1 – CCNF relocation due to congestion/overload condition
The following steps describe messages shown in figure 6.1.2.2.x.1-1:

1. The old CCNF is requested to initiates a CCNF relocation procedure based on the current network traffic condition or some other criteria.

Editor’s Note: It is currently FFS on how overload/congestion condition may be determined and also which entity in the network or OAM will be responsible for communicating with the existing CCNF to notify relocation event trigger.

2. The old CCNF performs CCNF selection to find appropriate CCNF to be relocated. If the old CCNF is configured with the list of CCNF supporting same NSI(s), the CCNF choose an appropriate CCNF regarding to overload/congestion status. If not, the old CCNF query to OAM entity to find new CCNF.
3. The old CCNF sends a request to the new CCNF along with all the existing context binding information for routing to NSIs and also corresponding MM context. 
4. The new CCNF can perform the NSI selection in order to check the received information for the NSI can be supported. The new CCNF provides new Temporary IDs for each context binding for routing to the existing NSIs. The MDD vector may be updated by the CCNF if they cannot be accepted by the new CCNF.
5. A list of Temporary IDs corresponding to each NSI is then forwarded to the old CCNF in the CCNF relocation response message.

6. The old CCNF notifies each impacted UE regarding need of updating Temporary ID so that subsequent context update request or service requests can be routed to the new CCNF. Corresponding MDD may also be forwarded to the UE.
7. At the same time, the old CCNF notifies the RAN about the overload/congestion situation of the old CCNF. In this situation, the RAN will not route NAS message to the old CCNF instead it will reject the RRC message. For the new service requests, the RAN may route NAS messages to the default CCNF.
Editor’s Note: It is up to RAN2 and RAN3 how to perform when the CCNF has informed the overload/congestion situation. 
8. The UE triggers a context update procedure including the new Temporary ID/MDD received from the step 6. The new Temporary ID/MDD received from the step 6 is included in the RRC layer message sent to the RAN. Based on this information, the RAN can route the message to the new CCNF.
6.1.2.2.x.2  
NSI Relocation with subscription/policy change
This section discusses scenario where there may be a change in the existing subscription or policy of the UE which forces it to use different CCNF than it is currently using (old CCNF). This will trigger relocation of the NSIs pertaining to specific UE from the old CCNF to the new CCNF.

The following figure 6.1.2.2.x.2-1 depicts this scenario where the old CCNF receives a trigger to update the CCNF of the NSIs corresponding to the UE whose subscription or policy information may have changed which has resulted in to change of the NSI.
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Figure 6.1.2.2.x.2-1 – NSI relocation with subscription/policy change
The following steps describe messages shown in figure 6.1.2.2.x.2-1:
1. The old CCNF is requested to initiates NSI relocation due to modification of NSI(s) or change in UE subscription/policy, or local policy of the network. 
2. The old CCNF performs NSI selection to find appropriate CCNF to be a serving CCNF.
3. The old CCNF sends a request to the new CCNF along with all the existing context binding information of the NSI(s) and also corresponding MM context. 
4. The new CCNF performs the NSI selection in order to check whether the received information for the NSI can be supported. The new CCNF provides new Temporary IDs for each context binding for routing to the existing NSIs. The MDD vector may be updated by the CCNF if it cannot be accepted by the new CCNF.
5. A Temporary ID is then forwarded to the old CCNF in the CCNF relocation response message.

6. The old CCNF can send context update message to the UE in order to trigger the UE to perform context update to new CCNF. In this message, new Temporary ID allocated by the new CCNF is included along with the MDD vector. 
7. The UE initiates context update procedure to the new CCNF. The new Temporary ID or MDD received from the step 6 is included in the RRC layer message to RAN, then RAN can route the message to the new CCNF.
8. Depending on the subscription/policy information updates, ongoing session may be updated which may or may not require relocation of the network functions of that NSI. The old CCNF removes routing and MM context of the NSI which was relocated
*** End of change ***
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